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ABSTRACT

The development of conversational agents with human inter-
action capabilities requires advanced affective state recogni-
tion integrating non-verbal cues from the different modali-
ties constituting what in human communication we perceive
as an overall affective state. Each of the modalities is often
handled by a different subsystem that conveys only a partial
interpretation of the whole and, as such, is evaluated only in
terms of its partial view. To tackle this shortcoming, we in-
vestigate the generation of a unified multimodal annotation
schema of non-verbal cues from the perspective of an inter-
disciplinary group of experts. We aim at obtaining a com-
mon ground-truth with a unique representation using the
Valence and Arousal space and a discrete non-linear scale of
values. The proposed annotation schema is demonstrated on
a corpus in the health-care domain but is scalable to other
purposes. Preliminary results on inter-rater variability show
a positive correlation of consensus level with high (absolute)
values of Valence and Arousal as well as with the number of
annotators labeling a given video sequence.
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1. INTRODUCTION
Multimodal systems, especially those involving embodied

conversational agents (ECAs), tend to be heterogeneous by
definition, as they encompass different areas of expertise
(i.e., computer vision, gesture generation, speech technolo-
gies, dialogue management), each of which entangles their
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own idiosyncrasy. This heterogeneity explicitly applies to
the standards adopted in each field for data representation
of extracted affective states during analysis, in terms of both
the generated output and ground-truth data sets used for
evaluation of each modality. The latter entails that valida-
tion (and training, if applicable) of multimodal systems may
require different sets of manual annotations for each modal-
ity produced by appropriately trained experts, to serve as
ground-truth for each of the subsystems and, additionally,
to the final multimodal system as a whole. In order to max-
imize annotation efforts, and under the premise of consider-
ing human non-verbal behavior as a complex whole rather
than as an aggregation of isolated events, it seems reasonable
to aim at developing a system that extracts and reacts to rel-
evant affective states deploying a unique multimodal repre-
sentation accounting for changes in affection across discrete
time intervals. Such a strategy resembles human behavior
when perceiving non-verbal cues and is independent from
modality-specific segmentations or representations.

In this paper, we investigate the generation of a unified
multimodal annotation schema of non-verbal cues with par-
ticular emphasis, but not limited to, the health-care domain.
To this end, we have firstly addressed the recording of a nat-
uralistic corpus of spontaneous dialogues in this domain and
then created an inter-disciplinary group of annotators with
technical expertise in the development and implementation
of individual modules to be integrated in an information
agent with social competence and human-like interaction ca-
pabilities. These modules account for facial expression, ges-
tures, speech prosody, emotion recognition and, more con-
cerned with the functionality of ECAs, ontology representa-
tion and dialogue management.

For representing affective states, the well-established Va-
lence and Arousal space is chosen using a discrete scale of
non-linear values. Such representation is especially suited to
our goals as it is modality-independent and is able to cap-
ture changes in the affective state within the dialogue flow.
Given the unavoidable subjectivity of affect-related events
together with the fact of the highly heterogeneous group of
annotators, an objective metric is established as a system-
atic control measure to assess the consensus level achieved
for each dialogue and to determine if corrective measures



should be applied in case the consensus score is below a cer-
tain threshold. Preliminary results suggest not only a rea-
sonable degree of agreement of the produced annotations,
but also a progressive improvement of the annotations as
the group evolves through the annotation task.
The rest of the paper is structured as follows: Section 2

provides an overview of previous work related to multimodal
affective datasets, their annotation and use in recognition of
non-verbal cues; Section 3 is a general overview of the corpus
being used in this annotation task; Section 4 includes the
description of annotation criteria using Valence and Arousal,
with a special focus on Subsection 4.2 on the analysis of joint
annotations and Subsection 4.3, where an objective metric is
used to assess the optimal number of annotators to achieve
a reliable consensus for each video. Finally, conclusions are
drawn in Section 5.

2. RELATED WORK

2.1 Multimodal Affective Databases
Affective states are displayed through various channels or

modalities, including facial expressions [12], vocal prosody
[11], gestures and postures [4]. Since the cues involved in
non-verbal communication of affect are encoded within mul-
tiple modalities, the recognition process should incorporate
as much information as possible from each of them [25]. Nu-
merous elaborate methods for fusing multiple modalities in
affect recognition have been reported [24, 26, 22, 23, 17] and
their results confirm the assumption that multimodal fusion
generates more accurate affect recognition systems than uni-
modal approaches.
Despite several datasets have been collected in the past

for affect analysis [25], they are usually focused in concrete
modalities such as speech [14], facial expressions [15] or body
gestures [8]. Moreover, naturalistic dialogues are not present
in most of them. In fact, the number of existing multimodal
affective databases containing naturalistic human interac-
tions is rather limited. Some exceptions are the SEMAINE
[16], RECOLA [18] and Vera am Mittag [7] datasets. How-
ever, none of these databases was recorded in the health-care
domain. For example, RECOLA includes interactions of
people performing collaborative tasks, while Vera am Mittag
contains recordings from a German TV Talk-show. Given
that the range of emotions and their intensity are very de-
pendent on the context [2], the development of ECAs de-
pends on collecting relevant data envisaging the concrete
register and domain where the agent will be deployed. For
this reason, in Section 3 we will describe our current efforts
in the collection of a new dataset that provides recordings
of specific scenarios belonging to the health-care domain.

2.2 Annotating Affective States
Defining an annotation schema is essential for creating

multimodal affective datasets. Traditionally, data annota-
tion in this context has followed two main paradigms: cate-
gorical and dimensional, each with its own advantages and
shortcomings [9]. In the categorical model, affective states
are defined using discrete labels (such as happiness, sadness
or boredom). In contrast, the dimensional model defines
affect in a continuous space where dimensions represent dif-
ferent psychological concepts using a numeric scale. Most
relevant dimensions to represent affect using this model are
Valence and Arousal. Valence refers to how pleasant or un-

pleasant is an affective state while Arousal indicates the ac-
tivation or deactivation level [5].

It is generally accepted that the category-based paradigm
is limited for two main reasons [9]. Firstly, affective states
involved in every-day life are too complex to be well repre-
sented by a limited number of discrete categories; unfor-
tunately, augmenting the number of possible labels com-
plicates the annotation process and lowers inter-annotator
agreement [1]. Secondly, while the dimensional model can
naturally represent blended emotions because affective states
share a common set of continuous dimensions, this blending
is not possible in the category-based model, since emotion
labels are considered independent and there is not a notion
of distance between them.

For these reasons, in this work we have adopted the di-
mensional paradigm where annotations are provided for the
Valence and Arousal space. This approach has also been fol-
lowed in the SEMAINE and RECOLA datasets [16, 18], but
their annotation schema requires annotators to provide con-
tinuous frame-to-frame measurements in real-time. Such a
strategy is likely to produce lower inter- and even intra-rater
agreement as it forces annotators to make instantaneous de-
cisions for labeling. In contrast, our annotation schema is
based on labeling short-time segments with a limited num-
ber of labels representing a discretization of the continuous
Valence and Arousal dimensions. Discrete labels should im-
prove inter-rater agreement [10] and, together with the use
of short time segments, facilitates self-revision and correc-
tion of the annotated labels.

3. CORPUS OVERVIEW
In this section, specifications for recordings are briefly

summarized as they are considered relevant for the acqui-
sition of a naturalistic corpus in a specific domain, in this
case, the health-care domain. As corpus recording tasks are
currently in progress, a more detailed description of the ac-
quired corpus will be conveniently provided in further pub-
lications. Technical specifications on recording equipment
used in these tasks are presented in 3.1.

As stated in the previous section, creating a domain-specific
corpus is instrumental for the development of ECAs in sev-
eral aspects, e.g. analysis of communicative cues, modeling,
training of algorithms and evaluation of performance. In our
specific case, it is of utmost importance to comply with a
range of cultural requirements as the final ECA is intended
to interact with specific migrant communities (e.g. Polish,
Turkish and Arabic) providing information about concrete
health-care issues in the host country (i.e. Spain for Arabic
Migrants and Germany for Turkish and Polish migrants).
Therefore, recording tasks are specifically designed to cover
five main requirements:

• Naturalness: spontaneous interaction in dialogue for-
mat between two participants: the user (requesting
information about concrete topics) and an expert (an-
swering to this information request as the system is
expected to perform).

• Participants’ profile: recruitment is carried out tak-
ing into account gender, age, linguistic proficiency, cul-
tural background and expertise profile according to the
intended use case the system is required to cope with.
If participants take the system’s role, they must have
a specific profile in the health-care domain as well.



Figure 1: Example of the dialogue recordings, together with Valence-Arousal annotations, visualized with

ELAN.

Table 1: Corpus Description

Dialogues Time Speakers Culture
66 4h 8 German
36 3.5h 9 Spanish
69 3.5h 6 Polish
9 1.5h 9 Turkish
12 1.5h 8 Arabic

192 14h 40 Total

• Topic preparation and prompting: each dialogue topic
is restricted in terms of content (a maximum of five
subtopics) and duration (from 2 to 10 minutes). Con-
veniently selected participants with experience in the
topic are given some generic indications (to try keep-
ing a spontaneous behavior) and a list of key ideas as
guidance. Further elaboration on the topic and exact
wording is strictly avoided when instructing partici-
pants before the dialogue is recorded.

• Technical constrains: the recording equipment needs
to mimic the setup of the final ECA which is intended
to work on a wide range of standard specification equip-
ment such as mobile phones, tablets and PCs. There-
fore the choice of sensors used for recording is limited
by the subset of commonly available devices, i.e. one
webcam and one microphone.

So far, there have been three rounds of recordings, com-
prising a total of approximately 14 hours of audio-visual
material, distributed as indicated in Table 1. Annotation
tasks at present have only covered 12 representative dia-
logues in German, Spanish, Turkish and Arabic to develop
the annotation criteria.

3.1 Technical Setup
Audio and video files of each participant are recorded us-

ing the open-source Social Signal Interpretation framework
(SSI) [20] as the basis for the recording software. Multi-
modal synchronization of audio and video from the same
speaker is automatically handled by the SSI framework. Ad-
ditionally, the system takes care of starting and stopping the
recordings simultaneously for each participant within one

session to preserve the chronological order of the dialogues,
ensuring simultaneous and synchronized recordings.

The video framing was setup with the premise to guaran-
tee the visibility of the upper part of the body, since face,
arms and hands movements are essential for nonverbal anal-
ysis. To optimize the recordings for usage with various ma-
chine learning techniques audio and video were separately
recorded, both with high quality settings: 16 bit at 48 kHz
for audio (stored in PCM-WAV format), 720p at 30 FPS for
video (stored in H264-MP4 format).

4. MULTIMODAL ANNOTATION OF NON-

VERBAL CUES
An initial group of eight human experts is taking part in

the annotation of the multimodal corpus described in Sec-
tion 3. Each expert produces individual Valence-Arousal an-
notations for a selection of videos using a seven point scale
(described below). While all annotators share the interest
in non-verbal analysis in the context of multimodal ECAs,
there is a considerable variability in their field of expertise,
which includes facial expressions, gesture recognition and
generation, speech technologies, emotion recognition, ontol-
ogy representation and dialog management. Thus, the an-
notation group is quite heterogeneous, which provides an in-
teresting complementarity to their labeling, as each of them
analyzes the dialogues from a slightly different perspective.

On the other hand, such heterogeneity can also be an issue
in terms of consensus. Recall that, after each expert has
annotated a video, our main goal is to fuse those annotations
to obtain a final labeling with sufficient confidence to be used
as ground-truth. A crucial requirement to achieve this goal
is the appropriate definition of the annotation criteria.

4.1 Annotation Schema
A set of guidelines were defined after discussion among all

annotators. One of the essential elements of these guidelines
concerns our aim to produce truly multimodal annotations,
which implies labeling Valence and Arousal from an inte-
grative view of the subject as a whole, rather than consider-
ing specific cues that are typically attached to a particular
modality. For example, our interpretation of a smile (which
could be unique from the point of view of facial expressions)
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Figure 2: Example of Valence-Arousal labels: the x-axis represents the timeline; the y-axis contains rows for

each annotators’ labeled values, encoded as indicated by the color bars on the right.

can and should be modulated by the tone of voice or body
gestures.
In the same line as the above, given our focus on non-

verbal communication, annotators are instructed not to pay
attention to the linguistic content (i.e. to ignore what the
speakers are actually saying). Admittedly, this is a contro-
versial aspect because, even though instructions are clear
and well-agreed among all annotators, we cannot ignore a
potential bias in perception when annotators understand the
language spoken in the videos. As a side note, this corpus
might allow for some quantitative analysis of such bias given
that not all annotators were acquainted with the languages
used by the speakers.
Once these preliminary basics are set, there are also some

technical aspects to consider with regard to the actual an-
notation schema used to define and produce annotations:

• Axes: Valence and Arousal are labeled in different
axes. Each axis is represented as a timeline with its
own set of labels.

• Labels: 7 points are established in each axis, in a dis-
crete but non-linear setting, as follows: 0, ±0.25, ±0.5,
±1. The choice of discrete labels is considered more ap-
propriate to achieve higher inter-rater agreement when
compared to continuous labels. The non-linearity of
the scale is introduced to try capturing subtle devia-
tions from the neutral state, which seem to occur more
frequently than larger Valence-Arousal values, espe-
cially in a naturalistic setting as the one targeted by
this corpus, probably due to the rather formal interac-
tion within the health-care domain.

• Segmentation: a time division based on segments is
established. These segments are freely defined by each
annotator, asynchronously in terms of their duration
but synchronously between axes. That is, the duration
of each segment is defined as the time interval in which
Valence and Arousal levels did not change, as deter-
mined by the perception of the annotator. A change
in affective state (even if it involves only one axis) im-
plies creating a new time segment and labeling both
axes according to the new affective state. Finally, it

was also agreed that, while time was considered a con-
tinuous variable, no segment should have a duration
below 0.5 seconds.

• Default state: based on the expectation that for a large
proportion of the recordings speakers would be in neu-
tral state (both Valence and Arousal equal zero), such
a state was defined as the default one, with no need to
explicitly annotate it.

After evaluating multiple software tools regarding their
fitness for our annotation requirements we found ELAN [21]
to be the best suitable solution. ELAN is a flexible tool for
assigning labels to a freely selectable time interval in audio-
and video-files. Contrary to other popular tools, such as
Gtrace [3] or CARMA [6], which are based on a continu-
ous labeling approach, the discrete annotation schema of
ELAN allows the annotator to adjust the time interval and
the value of each label until it coincides exactly with his/her
observation. This feature is particulary useful when review-
ing annotations based on discrete labels (i.e. to establish
common ground between all annotators). It is worth men-
tioning that ANVIL [13] would also be a reasonable choice.
However, at least for the software versions we evaluated,
ELAN is preferred given its better performance handling
audio-visual formats.

4.2 Analysis of Joint Annotations
Fig. 2 shows an example of the Valence-Arousal labels

produced by the different annotators for a 3-minute video.
As expected, it is easy to identify discrepancies due to the
subjective nature of perceived affective states in human be-
havior; there are at least two different labels for any selected
time interval, with a few exceptions largely dominated by
neutral states (recall that this is the default one and hence
is not explicitly annotated).

On the other hand, it is also clear that for several time
segments annotators shared at least a common tendency in
their annotations. For example, slightly after 80 seconds,
all raters agreed on assigning high values for Valence and
moderately positive Arousal; two raters disagreed on the
exact label for each axis (interestingly, they are not the same
two for Valence and Arousal), but still chose the immediately
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Figure 3: Inter-annotator agreement for 4 selected videos. Agreement is evaluated in terms of Cronbach’s

alpha by increasing the number of annotators. Values below the red line indicates not acceptable agreement

whereas values above the green line indicate acceptable ones.

neighboring label. This high agreement is evident at several
points in the video, with a remarkable alignment in the limits
for the selected time segments (recall that time segments are
freely chosen by each annotator on a continuous basis).
While Fig. 2 is just a particular example, it serves to illus-

trate the tendency that we observed throughout the corpus
recordings processed so far:

• Certain time segments (events) obtained highly con-
sensuated annotations. These events were typically of
short duration and had rather well defined time limits.

• There were no remarkable deviations from the neutral
state in the majority of videos and most raters as-
signed either zero or the lowest non-zero labels avail-
able. The latter was one of the greatest factors of
disagreement, including not only a difference in the
Valence and Arousal labels but also in the definition
of the time segments (for example, the region between
20 and 60 seconds in Fig. 2).

• Because of the above, dialogues in which participants
showed more intense affective states resulted in anno-
tations with higher consensus, while flat or more subtle
affective behaviors tended to produce lower agreement.
Interestingly enough, the latter were subjectively per-
ceived as more difficult to label by the annotators.

• In general, the agreement of the annotations was higher
for Valence than for Arousal.

4.3 Objective Metric to Assess Consensus
While the analysis presented in the previous section helps

to illustrate the generated annotations in qualitative terms,
we have also conducted a number of preliminary tests to
quantitatively evaluate inter-annotator agreement.
We used Cronbach’s alpha coefficient [19] to compute the

consensus level of each video. This measure has been used in
other affective databases [16, 18] and provides a single value
in the range between 0 and 1 for a set of K annotations.
Values above 0.7 are considered acceptable whereas values
below 0.6 can be considered as practically unacceptable.
Cronbach’s alpha has been computed for all possible com-

binations of K annotators, varying K from 2 to 8. Fig.

3 shows the average, minimum and maximum alpha coeffi-
cients obtained for each set of possible annotator combina-
tions given a fixed K. Note that for K = 8, only one combi-
nation is possible, therefore the three values are equivalent.
The curves shown in Fig. 3 suggest that:

• The level of agreement strongly depends on the specific
video that is annotated. However, there seems to be a
clear tendency of improved agreement as more experts
produce annotations for the same video.

• Looking at minimum values, between 4 and 6 annota-
tors per video should be used to minimize the risk of
low agreement. On the other hand, as this varies from
video to video, a reasonable strategy could be assign-
ing additional annotators to videos with insufficient
agreement scores.

• Arousal was consistently found harder to annotate than
Valence. This has been previously reported in the lit-
erature and it has been attributed to the fact that, in
general, the concept of Valence is more intuitive and
easier to understand/perceive than Arousal.

5. CONCLUSIONS AND FUTURE WORK
In this paper we report ongoing work on the creation of

a multimodal annotated database in the context of ECAs
in the health-care domain. We define an annotation schema
with the aim to produce a set of annotations with sufficient
consensus to be trusted as reliable ground-truth. To this
end, we propose a set of guidelines that can be conceptu-
ally summarized around the following key points: (i) holis-
tic assessment of affective states, considering a unique multi-
modal annotation for each time segment rather than individ-
ual modality-dependant labels; (ii) focus exclusively on non-
verbal communication; (iii) use of discrete labels within the
Valence-Arousal space, with a scale especially designed to
emphasize subtle variations from the neutral affective state.

Annotations produced so far showed a mixture of time seg-
ments with strong and weak agreement, that seem to corre-
late well with high and low (absolute) values of Valence and



Arousal. Overall, computation of Cronbach’s alpha coeffi-
cient showed acceptable agreement levels, as long as videos
are labeled by a sufficient number of annotators. Indeed, a
positive correlation was observed between the level of agree-
ment and the number of annotators. Taking into account
the heterogenous background of the annotators, this is an
interesting point and it supports the suitability of the anno-
tation schema that has been adopted.
The work described here is currently being extended to

incoming corpus recordings. Future work aims to complete
a reasonably large annotated database, which is expected to
include various languages and cultural backgrounds.
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